UPC-TALP Technical Report 2000-01
February 2009

A new subtree-transfer approach to syntax-based
reordering for statistical machine translation

by

Maxim Khalilov! and José A.R. Fonolloga
Universitat Politecnica de Catalunya
Campus Nord UPC, 08034
Barcelona, Spain

Mark Dras
Centre for Language Technology
Macquarie University
North Ryde NSW 2109
Sydney, Australia

TALP Reseach Center
Universitat Politecnica de Catalunya
2009



ABSTRACT

In this paper we address the problem of translating betwasgulages with word order disparity.
The idea of augmenting statistical machine translation M using a syntax-based reordering
step prior to translation, proposed in recent years, has ege successful in improving transla-
tion quality. We present a new technique for extracting &yltased reordering rules, which are
derived through a syntactically augmented alignment ofc@and target texts. The parallel corpus
with reordered source side is then passed to\thgram-based machine translation system and the
obtained results are contrasted with a monotone systerrpehce.

In experiments, we show significant improvement for smalleinese-to-English BTEC trans-
lation task.



1 Introduction

One of the most challenging problems facing machine tréaonslgMT) is how to place the trans-
lated words in order inherent in the target language. A mnmm®ESMT system suffers from weak-
ness in the distortion model, even if it is able to generateect word-by-word translation. In this
study we propose a reordering model that involves both sewamd target-side syntax information
in the word reordering process.

While a monotone translation approach is not able to dedl lwitg-distance reorderings, a
constituent tree structure contains this information \Wwtdan be used, for example, to change the
language topology scheme or clause restructuring.

Our work is inspired by the approach proposedid305, where the complete syntax-driven
SMT system based on a two-side subtree transfer is desciilvéldleir approach they construct a
probabilistic non-isomorphic tree mapping model based congext-free breakdown of the source
and target parse trees; extract alignment templates tt@fdarate the constraints of the parse trees;
and apply syntax-based decoding. We propose to use a simoitaisomorphic subtree mapping
to extract reordering rules, but instead of involving thanedtly in the translation process, we use
them to monotonize the source portion of the bilingual cerpu

In the next step, the rules are applied to the source parteadame training corpus changing
the source sentence structure such that it more closelyhestbe word order of the target lan-
guage. Hence, the translation task is reformulated fronpldie source-to-target to thereordered
source-to-target translation, which makes a mutual word order closer to mamiot It leads to a
simplification of the translation task due to a shorter agera@ngth of bilingual units which it is
more likely to see when translating an unseen set.

Local and long-range word reorderings are driven by autmalit extracted permutation pat-
terns operating with source language constituents andriandi®y non-isomorphic subtree trans-
fer. The target-side parse tree utilization is optionaisitonsidered as a filter constraining the
reordering rules to the set of patterns covered both by theceeand target-side subtrees. Apart
from the reordering rules representing the order of childasy a set of additional rewrite rules
based on a deep top-down subtree analysis is consideredh wghanother novel aspect of the
paper.

We used theV-gram-based SMT system d¥IBC*0€] to test the proposed syntax-based re-
ordering model, which is an alternative to the phrase-batad-of-the-art Mosésystem.

The rest of the paper is organized as follows: in Section 2wikn@ the most significant related
works, in Sections 3 th&/-gram-based SMT system is briefly reviewed. Section 4 intced the
SBR technique, along with rules extraction and selecti@tgaures. In Section 5 we present the
results and contrast them with other reordering techniquiie Section 6 concludes the paper.

lwww.statmt.org/moses/
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2 Redated work

There have been abundant publications on approaches imgawentext or additional information
to solve the problem of word order disparity. In practicegeardering model operates on a sen-
tence level and is carried out based on word reordering aeeised from the training corpus.
Reordering patterns can be purely statistical (§$§EQ€), for example), use language-based syn-
tactic information CKKO05], the reordering can be driven by a lattice of syntacticatigtivated
alternative translation&€]lmO0§ or be based on automatically extracted patterns driverybiasti-

cal structure of the languages (seMn07l as example). Another recent implementation of the
preprocessing approach to syntax-based reordering themughbest list generation can be found
in [LZZ107).

Word class-based reordering patterns were part of the et Template systenO[GK*04].
The modern state-of-the-art phrase-based translatidersy8loses, along with a distance based
distortion model KOMO3], implements the reorderindZ05], which is based on a so-called MSD
(Monotone-Swap-Discontinuous) model, extracting reonmdgerules from a phrase alignment ta-
ble.

Reordering algorithms specifically developed for Argram system include a constrained
distance-based distortion mod€&jMCdG'06], a linguistically motivated reordering model em-
ploying monotonic search graph extensi@Mn074 and a reordering model based on source-side
dependency trees involvement in the refinement of monotewoicering pattern<Mn074.

An example of a word order monotonization strategy can badan [CjF0€], where a mono-
tone sequence of source words is translated into the remtdequence using SMT techniques. In
theory, this approach intends to tackle a long-range remglehowever, in practice, a number of
long-distance dependencies are not considered due to pégbeness of data.

In [XMO04] the authors present a hybrid system for French-Englisistasion, based on the
principle of automatic rewrite patterns extraction usingaase tree and phrase alignments. This
method differs from the one presented in this paper, amamegy alistinctions, by a lexical model
underlying the subtree syntax transfer (the one in this plagi@g the novel techniques inspired by
[I0S05) and a different statistical model used for translatidre(@uthors conducted experiments
on a phrase-based system, while we are concentrated onpgbaragnts with theV-gram-based
SMT).

Another important issue is the syntactic information in@oation into a purely SMT system.
In [D.C0OJ an hirerachically organized phrase-based model propgs@diding generalization
of statistically extracted phrases with target-side sstitecategories4V06]. A representative
sample of syntax-based systems include theoritecial Miesys based on bilingual synchronous
grammar Mel04] and parse tree-to-string translation mode¥&k(1]. A comprehensive compar-
ison of a phrase-based SMT system, following the Alignmemhflate approachkJGK*04] and
a syntax-based string-to-tree modeHKMO04] can be found inDKWMO7].



3 BasdineSMT system

N-gram-based SMT has proved to be competitive with the sththe-art systems in recent eval-
uation campaignsKHCj 08, LCjC*07].

According to theN-gram-based approach, the translation process is cordidsrararg max
searching for the translation hypothegfsmaximizing a log-linear combination of a translation
model (TM) and a set of feature models:

¢! = argmax
el

M
(S onnctn] W

m=1

where the feature functioris, refer to the system models and the sehgfrefers to the weights
corresponding to these models.

The main difference between phrase-based/srgtam-based approaches lies in distinct rep-
resentation of bilingual units, which are the componentsheftranslation model (TM). While
regular phrase-based SMT considers context only for pmemelering but not for translation,
the N-gram-based approach conditions translation decisioqse@nous translation decisions and
operate with bilinguah-grams, so-calletuples, that are extracted from a word-to-word alignment.

Formally, it is expressed in form of three rules driving egkxtraction procedure:

e given a certain word-to-word alignment, a monotonic segaten of each bilingual sen-
tence pair is produced

e no word in a tuple is aligned to words outside of it

e no smaller tuples can be extracted without violating theipres constraints

Phrase-based SMT does not consider the last rule that, qoesity, lead to a different repre-
sentation of the bilingual context and need for constrahtee maximum phrase length.

Figurel shows example of tuple extraction resulting in four tuplaégdetailed description of
the N-gram-based approach can be found MB[C*06].
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you|need not|| wrap it || up

Figure 1:Example of tuples extraction.



3.1 Trandation model

Bilingual translation model which is considered as an engine of the SMT system approgsnat
the joint probability between source and target languagesucing bilingual context in form of
standarch-grams, as follows:

K
p(S,T) = HP(CZHCZI@—N-H; -~-,CZ1<;—1) (2

k=1
whered = (3,1), s refers to sourcel, to target andi, to the k" tuple of a given bilingual
sentence pair segmentedhintuples.

3.2 Feature models

Along with a TM, the N-gram-based system implements a log-linear combinatidaafditional
feature functionsa target LM of words, a target LM of Part-of-Speech tags (POS), a word bonus
model, a source-to-target andtarget-to-source lexicon models.

3.3 Decoding and optimization

As decoder, we used MARPECMNdGO03, a beam-search decoder implementing a distance-based
constrained distortion model, limited by two parametens:a maximum distance measured num-
ber in words that a phrase can be reorderedjara maximum number of "jumps" within a sen-
tence CjMCdG106).

Given the development set and references, the log-lineab@tion of weights was adjusted
using a simplex optimization method and an n-best re-rayikin

4 Syntax-based reordering

Our syntax-based reordering (SBR) system requires acoessutce and target language parse
trees, along with the source-to-target and target-toesownord alignments intersection. In the
framework of the study we used the Stanford Par&&(3] for both languages, however the
system permits using any other natural language parseviatidor different formal grammars for
the source and the target languages.

4.1 Notation

SBR operates with source and target parse trees that raptheesyntactic structure of a string in
source and target languages according to a Context-Freerzaa(CFG).

2http://gps-tsc.upc.es/veu/soft/soft/marie/
3as described ihttp://www.statmt.org/jhuws/
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This representation is callé@CFG form", and is formally defined in the usual way &=
(N,T,R,S), whereN is a set of nonterminal symbols (corresponding to sourdeghrase and
part-of-speech tags]; is a set of source-side terminals (the lexicdr)s a set of production rules
of the formn — ~, withn € N and~, which is a sequence of terminal and nonterminal symbols;
andsS € N is the distinguished symbol.

The reordering rules then have the form

10Q0 . .. Qk — 14,Qdy . . . ng, Qdy | Lexicon|p, 3)

wheren; € N forall0 < i < k; (d,...dx) is a permutation of0 ... k); Lexicon includes the
source-side set of words for eagh andp, is a probability associated with the rule. Fig@rgives
two examples of the rule format.

4.2 Ruleextraction

Concept. Inspired by the ideas presented I®@505, where monolingual correspondences of syn-
tactic nodes are used during decoding, we extract a setio§bdl patterns allowing for reordering
as described below:

(1) align the monotone bilingual corpus with GIZA%ONO03J and find the intersection
of direct and inverse word alignments, resulting in the tatsion of the projection
matrix P (see below));

(2) parse the source and the target parts of the parallelisprp

(3) extract reordering patterns from the parallel non-isgrhic CFG-trees based on the
word alignment intersection.

Step 2 is straightforward; we explain aspects of Steps 1 dand®re detail below. Figur@
shows an example of the generation of two lexicalized ruestise this below in our explanations.

Projection matrix. Bilingual content can be represented in the form of wordsegusnces of
words depending on the syntactic role of the correspondiaghmatical element (constituent or
POS).

Given two parse trees and a word alignment intersectiomjegiron matrixP is defined as an
M x N matrix such thafl/ is the number of words in the target phrasgis the number of words
in the source phrase; and a cgllj) has a value based on the alignment intersection — this value
is zero if word: and word; do not align, and is a unique non-zero link number if they do.

If a word that is aligned in only one direction appears in tiech that is considered as a
candidate to be involved into a reordering pattern, it dagsppear in the the alignment projection

matrix. For the trees in Figur2
00200
P= (0 1 00 0)

4http://code.google.com/p/giza-pp/
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Extracted rules:

ADVP@0 VP@1 -> VP@1 ADVP@0 | ADVP@0 << #f >> VP@1L << fiff T >>
AD@0 VP@1 -> VP@1 AD@O | AD@0 << #f >> VP@1 << fiff T >>

Figure 2: Example of reordering rules extraction.

Alignment and sub-trees interaction. Each non-terminal from the source and target parse trees
is assigned a string carrying information about elememwts fihe alignment intersection which are
contained in its child nodes, taking into account the ord¢heir appearance in the tree (Al). For
example, the Al string assigned to the source-side intero@dél” P* in Figure2is "1 2" and to the
target-sidé/ P is "2 1". This information is used to indicate the sourceesiddes which are to be
reordered according to the target language syntacticadtsite. Reordering patterns are extracted
following the source and target-side Als as shown in Figufamain rules”).

If more than one non-zero element of the projection matrikeschable through the child
nodes, the Al has a more complex structure, providing infdrom about elements from alignment
intersection belonging to one or another child node. An gdarcan be found in Figurg.

Here, the subtreéP is assigned with thell;» = "1 (2 3)", meaning that it has two child node:
the first contains the elemeitfrom the alignment intersection and the second - elemeaisd
3 (we call this subsequencelbsed"). One-best reordering is kept at each node in the tree, and
reach downwards as necessary. The reordering system emsimtes assigned with one or more
children equally discerning the nodes with different oraiggnment elements.

Unary chains. Given an unary chains likeADV P — AD — ...", rules are extracted for each
level in this chain. For example in Figuge the directly extracted reordering rules are equivalent
since the nodel DV P leads to the leaf through the nodé> and does not have other edges.
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Figure 3: Example of complex Al structure.

The role of target-side parse tree. Roughly speaking, the use of target-side parse tree is op-
tional. Although reordering is performed on the source sidly, the target-side tree is of great
importance: the reordering rules can be only extractedefviiords covered by the rule are en-
tirely covered by both a node in the source and in the targesstr It allows the more accurate
determination of the covering and limits of the extractddsu

4.3 Secondary rules

There are a lot of nodes for which a comparison of Als indedl&at a subtree transfer can be
done, but segmentation of child nodes is not identical.

Figure4 illustrates this situation. Al strings assigned to the moades of the trees contain the
same elements, but segmentation and/or order of appeasbrtEments do not coincide. These
subtrees can not be directly used for pattern extractiomaore in-depth analysis is required.

We adopt the following six steps algorithm for each parerdentyom the source-side parse
tree:

1. Find the Al sequence for the source-side top-level elérfeamsidering exampld,P node
is assigned as "(1 2) (3 4)").

2. Go down through the target-side tree, finding Als for eamthen

3. Find all target-side closed subsequences for the saitleeAl found on step 1. In example,
it is the subsequence "(1 2)".

4. Find all target-side isolated nodes corresponding tekments which were not covered on
step 2. In example, these elements are "3" and "4".

5. Extend the set of source-side nodes found in steps 2 anth3®guivalent branches. Since
the words which are not presented in the alignment intamsedbes not affect the projection
matrix, "equivalence" means here that all the branchesspathe elements from the given
instance are considered equally (for example, elemai®s are equivalent to the nodes
NP TP, CPY).
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6. Place them in order corresponding to the target-side Alamstruct the final reordering

patterns‘(secondary rules").
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Example of extracted rules:

SBARQ a1:3(412)

Wl-{NPAI: 3 sQ Al: 412
AT 3“TF' VTZ NP a1 4 (1 2)
what 's
B1 1 Nas PP AL (12)
DT 1S NNAP P IN NP'AI. 15
| | 1= N
the newest color in of NN

[-1 [-] 41 [-] A1 AL 2

this season

il 121

NP@O0 DP@1 NP@2 -> DP@L NP@2 NP@0 | NP@ << X - £ >> DP@1 << {t4 >> NP@2 << #ifs >>
NP@0 DP@1 NN@2 -> DP@1 NN@2 NP0 | NP@ << X FT == DP@1 << {t 4 >> NN@2 << il ==
NP@0 DT@1 NP@2 -> DT@1 NP@2 NP@0 | NP@ << X" &1 >> DT@1 << {14 >> NP@2 << #ifs >>
NP@0 DT@1 NN@2 -> DT@1 NN@2 NP@O0 | NP@ << iX |- 17 >> DP@1 =< {F £ >> NN@2 << #ifE >>
CP@0 DP@1 NP@2 -> DP@1 NP@2 CP@0 | CP@0 << X =1 & # 11 >> DP@1 << T4 >> NP@2 << Hif ==

CP@0 DP@1 NN@2 -> DP@1 NN@2 CP@0 | CP@0 << i
CP@0 DT@1 NP@2 -> DT@1 NP@2 CP@0 | CP@0 << iX 4

FH

EY & #F i >> DP@1 << {4 == NN@2 << Hifs>>
EY RO >= DT@1 << ft4 >> NP@2 << #ifs >>
CP@0 DT@1 NN@2 -> DT@1 NN@2 CP@O0 | CP@0 << jX | &1
NP@0 DP@1 NP@2 -> DP@1 NP@2 NP@O | NP@O0 << iX | F

A >> DT@L << ft4 >> NN@2 << #ifn>>
# i >> DT@1 << {4 >> NN@2 << ffifi>>

&
74

id

L
NP@0 DP@1 NN@2 -= DP@1 NN@2 NP@O | NP@O << i1~ Z77 & ¥ #f1 >> DT@1 << {4 == NN@2 << fHifa=>
NP@O0 DT@1 NP@2 -= DT@1 NP@2 NP@0 | NP@0 << iZX F1 | §H 1) == DT@1 << ft4 == NN@2 << @ifa>>
NP@0 DT@1 NN@2 -> DT@1 NN@2 NP@0 | NP@0 << iX 1 T i # i) >> DT@1 << ft4 >> NN@2 << #ifi>>

NP@0 VP@1 -> VP@1 NP@0 | NP@0 << X FTT i i 01 >> VP@L << & ft 4 #Hift >>

Figure 4: Example of “secondary” rules extraction.

As illustration of the limitations incurred by target-sigarse tree, the potential reordering
pattern N PQ( V P@l — V P@l NPQQ (referring to the top node in the Chinese tree) is not
allowed due to distinct source- and target-side tree coeera

4.4 Ruleorganization

Once the list of fully lexicalized reordering patterns igrexted, all the rules are progressively
processed reducing amount of lexical information. Initides are iteratively expanded such that
each element of the pattern is generalized until all theclbelements of the rule are represented
in the form of fully unlexicalized categories. Hence, fromck initial pattern with/V lexical
elements2 — 2 partially lexicalized rules and 1 general rule are generafen example of the
process of delexicalization can be found in Figbre

Thus, finally three types of rules are available: (1) fullyitalized (initial) rules, (2) partially
lexicalized rules and (3) unlexicalized (general) rules.



Initial rule:
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QPO@ << |* >>CPl@ << i >>NP2@ << iE & >>

Partially lexicalized rules:

QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << |* >>CP@1 << NON >=> NP@2 << NON >=>
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << NON ==>CP@1 << i >> NP@2 << NON ==
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << NON >>CP@1 << NON >> NP@2 << Ti i >>
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << NON >>CP@1 << % >>NP@2 << (ii& >>
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << |- >>CP@1 << NON >> NP@2 << TiZ % >>
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2 | QP@0 << > >>CPl@ << fff >>NP@2 << NON >>

General rule:
QP@0 CP@1 NP@2 -> QP@0 CP@1 NP@2

Figure 5: Example of lexical rule expansion.

On the next step, the sets are processed separately: patenpruned and ambiguous rules are
removed. Fully and partially lexicalized rules are not mdmut, but we set the thresholkls,,.,
to 3. All the rules from the corresponding set that appear tleank times are directly discarded.
The probability of a pattern is estimated based on frequantye training corpus, and only one
the most probable rule is stored.

In the present version of the reordering system, only thelmst reordering is used in other
stages of the algorithm, so the rule output functioning asnant to the next rule can lead to
situations reverting the change of word order that the presty applied rule made. Therefore, the
rules that can be ambiguous when applied sequentially gutétoding are pruned according to
the higher probability principle. For example, for the pipatterns with the same lexicon (which
is empty for a general rule leading to a recurring contraaidiP@0 VP@1 — VP@1 NP@0 p1,
VP@0 NP@1 — NP@1 VP@O0 p2 ), the less probable rule is removed.

Finally, there are three resulting parameter tables anat®tp the "r-table" as stated iMK01],
consisting of POS- and constituent-based patterns altpfenreordering and monotone distortion.

45 Source-side monotonization

Rule application is performed as a bottom-up parse treeisaVfollowing two principles:

(1) the longest possible rule is applied, i.e. among a seésfted rules, the rule with a longest
left-side covering is selected. For example, in the caskeofppearance of &N JJ RB sequence
and presence of the two reordering rules

NN@0 JJ@1 — ... and
NN@0 JJ@1 RB@2 — ...

the latter pattern will be applied.

(2) the rule containing the maximum lexical information pEpéed, i.e. in case there is more
than one alternative pattern from different groups, théckdized rules have preference over the
partially lexicalized, and partially lexicalized over g&al ones.

Figure6 shows example of the reordered source-side tree corresgptadthe example from
Figure2 with the applied pattern
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ADVP@0 VP@1 — VP@1 ADVP@0

and the given lexicon. The resulting reordered Chinesesehmzore closely matches the order of
the target language and is considered as a result of theesutbdinsfer.

P

A
NP IP
| — T~
DT VP SP
|
4 sy
O VP ADve ]
W AS AD
| | |
fayE T
21 [-1 [1]

Plain Zh: 4 #§[@# 1) 13
Reordered Zh:&: (@3 1) # 15
Figure 6:Reordered source-side parse tree.

Once the reordering of the training corpus is ready, it isiggad and new more monotonic
alignment is passed to the SMT system. In theory, the wokd lirom the original alignment can
be used, however, due to our experience, running GIZA++agaults in a better word alignment
since it is easier to learn on the modified training example.

5 Experimentsand results

5.1 Corpus

The corpus that we used for training, development and g&ithe Chinese-English BTEC speech
corpus consisting of tourism-related sentences typidaliymd in phrasebooks for tourists going
abroad. The main reason why the Chinese-English translédigk was chosen for experiments
is that European languages are not so crucial for globab{ttistance) reordering problem as
the translation between Asian languages and English. Otivation for BTEC corpus using is
easiness and speed of experiment conduction, along welhnges of obtained results.

Basic statistics of the training material can be found inl@ab

The development and test datasets used to tune and teststieensgonsist of 489 and 500
sentences, respectively, and are provided with 7 refereanslations.
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| | Chinese| English |
Sentences| 44 9 K 44 9 K
Words 299.0K 324.4K
Vocabulary 114K 9K

Table 1: Basic statistics of the training corpus.

5.2 Experiment setup

Evaluation conditions were case-insensitive and with puateon marks considered. We used
the Stanford Parser as a NLP parsing engkKil(3] trained on the Chinese and English Penn
Treebank sets (32 POS/44 constituent categories for AfEdgiebank and 48 POS/14 syntactic
tags for English Treebank).

N-gram models were estimated using the SRILM tool&td03. TM is represented in a
4-gram model form using modified Kneser-Ney discountinghvititterpolation, target language
model (LM) of words is a 4-gram model with modified Kneser-Nigcounting, while a target-
side POS LM is a 4-gram with Good-Turing backing-off.

For all system configurations, apart from monotone expearns)garameters of the distance-
based reordering model were setrto= 5 andj = 5 for a trade-off between efficiency and
accuracy.

The optimization criteria which was used in simplex optiatian was the highestN /ST +
100BLEU score (details about NIST metric are provided Dofl0Z, BLEU score is described
in [PRWZ03).

5.3 Reaults

A number of unique ruleg (les) for each of the three groups, along with a number of uniqlesru
after processing and pruning as described in subsedtinules’) can be found in Tabl2.

Main rules Secondary rules

rules rules’ rules rules’

Lexicalized 31,176 | 3,688| 1,589.157| 1,479
Partially lexicalized| 1,028,481 4,191| 1,434,888 916
General 365 22 640,606 130

Table 2: Reordering rule statistics on the initial step aftel gruning.

The following scores are reported in Tal@efinal score obtained as a result of feature model
weights tuning for development datasdeV), BLEU and METEOR scoresBLL05] for the test
dataset. For the training set we present the number and wiaecgtof tuples extracted from the
monotone and reordered corpora.
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We contrast four system configurations: (a.) no word reandetechnique application on the
preprocessing step, no distance-based distortion mbtieldtone), (b.) SBR is applied involving
main rules only, no distortion model applieg/iBReor), (c.) SBR is applied involving main rules
only and allowing for distortion/¢ = 5, j = 5) during decoding$ynBReor+mj) and (d.) SBR
is applied involving main and secondary rules and allowimrgdistortion (n = 5,7 = 5) during
decoding §ynBReor+ SecRules+m)).

We also compare the obtained results with (e.) the consiaiistortion model application to
the monotone corpusfonotone+mj), that allows comparing two techniques and demonstrages th
effect of the algorithms application.

| | dev | testBLEU| test METEOR| #tuples| voc tuples|

Monotone 48.17 19.50 47.05 150,378 36,643
Monotone+mj 48.36 19.91 47.30 150,378, 36,643
SynBReor 47.55 19.91 47.50 157,345 36,936
SynBReor+m)j 49.35 20.69 47.83 157,345, 36,936
SynBReor+SecRules+mj 47.83 19.70 47,52 141,430 36,501

Table 3: Summary of the experimental results.

5.4 Discussion

Application of the SBR technique demonstrates significanrovement in translation quality ac-
cording to the automatic scores. The general trend is tlatiatron metric on the test set improves
with the reordering model complexity, although declininigem the secondary rules are added.

SynBReor+mj is found to be the best system configuration, outperforniiegimonotone con-
figuration by about 0.8 BLEU points (5.8 %) that is statidticaignificant for a 95% confidence
interval and 1000 resampleKde04. At first glance, the combination of these reordering tech-
niques could introduce noise and hurt the results. Howdverarchitecture of the distance-based
model leads to a search space extension, with many moredzdas] this helps in decoding, and
does not interfere with the SBR, leading to a natural resyftrovement.

It is possible to see from Tabl@sand3 that the introduction of secondary rules influences neg-
atively the number of extracted tuples and comparing tonmairi rules only" configuration shows
a degradation in performance. Generally speaking, secpmdkes include more elements than
primary ones and are more difficult to be seen in the datass¢@avith the Stanford Parser. How-
ever, we speculate that accurate pruning of secondary caldd benefit the system performance
significantly.

Finally, comparing a standard distance-based constralistdrtion model coupled with de-
coding and SBR, the former shows better performance thatatter by 0.78 BLEU and 0.53
METEOR points that is still statistically significant for thometrics.
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6 Conclusonsand Future Work

In this paper we introduced a syntax-based reordering tqahrthat monotonizes the word order
of source and target languages involved in the processiafb#l unit extraction. As can be seen
from the results presented, the proposed algorithm shompettive performance comparing with
an alternative fundamental distance-based reorderinggmod

The comparison is done on the smaller Chinese-Englishl&i@ors task with a strong need for
word reorderings. Inspite of the fact that the major partafpas sentences are short, there are
some long sentences, demonstrating promising potentileoSBR algorithm (example can be
found in Figure7). On the next step we are planning to apply the presentedegng technique
to a bigger Chinese-English corpus (NIST parallel corpoisekample).

Figure 7: Example of SBR application.

The method achieves the same performance as a distanakeisteetion model, and improves
performance when combined with the latter. The use of sybteed reorderings proves to be
useful to improve translation accuracy for the task undesiteration, however the incorporation
of reordering rules, which are based on deep analysis otesaurd target parse trees (secondary
rules) into the reordering system degrades system’s pedioce. Nevertheless, we consider this
feature to have potential given accurate tuning of prunexgmeters, which will be future work.

The proposed approach is flexible and will be applied to thag#rbased systems. Apart from
this task, further work includes the algorithm’s applioatto a different language pair with distinct
need for reorderings, analysis of the extracted tuples emeldpment of the algorithm for accurate
reordering rules selection.
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