
An Environment for Morphosyntactic Processing of UnrestrictedSpanish TextJ. Carmona�, S. Cervelly, L. M�arquez�, M.A. Mart��y, L. Padr�o�,R. Placery, H. Rodr��guez�, M. Taul�ey, J. Turmo�.� Software Department { Universitat Polit�ecnica de Catalunyac/ Jordi Girona 1{3, 08034 Barcelona, Catalonia.y Computational Linguistics Laboratory { Universitat de BarcelonaGran Via 585, 08007 Barcelona, Catalonia.AbstractWe present in this paper a fast, broad-coverage,accurate morphological analyzer for Spanishwords, MACO+, which is an extended and im-proved version of that described in (Acebo et al.,1994). The earlier version had two main aws:it was not transportable, and it was too slow toenable massive text processing. The presentedsystem not only overcomes those two aws, butalso o�ers improved coverage and accuracy. Wealso present two general part-of-speech taggers,which can be used to disambiguate the outputof the morphological analyzer. All modules runin any Unix/Linux machine as a pipeline processand they may also be used inside the GATE en-vironment for NLP (Cunningham et al., 1996).The system is currently being used to annotatethe LexEsp corpus, a 5.5 million word corpus ofSpanish, in a bootstrapping re�ning procedure.Initial evaluation and results are reported.Keywords: Morphological analysis, corpus lin-guistics, POS tagging, linguistic resources.1 Introduction and MotivationWe present in this paper a fast, broad-coverage,accurate morphological analyzer for Spanish words,MACO+, which is an extended and improved versionof that described in (Acebo et al., 1994).The output of the morphological analyzer can beused as the input for a part{of{speech (POS) tagger,we have used two di�erent taggers to disambiguatethe analyzed text, in a similar way to that describedin (M�arquez & Padr�o, 1997).The whole system is being used to develop a 5.5Mwcorpus of unrestricted nowadays Spanish.The analyzers have been developed and used in theframework of the ITEM and LexEsp projects. Bothprojects aim to integrate and develop tools and re-sources for NLP and for linguistic research in Spanish.Both projects are briey described below.1.1 ITEM ProjectITEM is a project funded by Spanish Research Depart-ment (CICYT) consisting basically of integrating dif-ferent existing NLP tools and resources in a uniqueenvironment, in order to enable and ease the con-struction of multilingual information extraction andretrieval systems.

The environment includes tools for NLP of Catalan,Basque and Spanish. The integrated tools include ba-sic NL tasks (tokenizers, morphological analyzers, tag-gers, parsers, etc.) as well as higher level tools orientedto information extraction. New tools and resources arealso being developed, and existing tools are improvedand integrated, as is the case of the morphological an-alyzer presented in this paper.The integration environment also contains severallexical resources such as corpus, machine{readable dic-tionaries (MRDs), lexicons, taxonomies, grammars,etc.All the integrated tools and resources are docu-mented, available and transportable. The softwareused to support this integration is GATE (Cunning-ham et al., 1996).Partners in this project are the ComputationalLinguistics Group from the University of Barcelona(http://www.ub.es/ling/labcat.htm), the NLP re-search group from the Technical University of Catalo-nia (http://www.lsi.upc.es/ acquilex/nlrg.html), theNLP group from the Basque Country University(http://www.ji.si.ehu.es/Groups/IXA/), and the NLPgroup from the Spanish Open University, UNED(http://sensei.ieec.uned.es/item/grupoLN.htm).1.2 LexEsp ProjectThe LexEsp Project is a multi{disciplinary e�ort im-pulsed by the Psychology Department from the Uni-versity of Oviedo. It aims to create a large databaseof language usage in order to enable and potentiateresearch activities in a wide range of �elds, from lin-guistics to medicine, through psychology and arti�cialintelligence, among others.One of the main issues of that database of linguisticresources is the LexEsp corpus, which contains 5.5Mw of written material, including general news, sportsnews, literature, scienti�c articles, etc.The corpus will be morphologically analyzed anddisambiguated and syntactically parsed. The tagsetused is PAROLE compliant, and consists of some 230tags1 fully expanded (using all information about gen-der, number, person, tense, etc.) which can be re-1There are potentially many more possible tags, butthey do not actually occur.



duced to 62 tags when only category and subcategoryare considered.This paper is organized as follows: In section 2 wedescribe the linguistic criteria used to develop the mor-phological analyzer MACO+, as well its main imple-mentation issues. In section 3 we describe the two tag-gers which were used to disambiguateMACO+ output.Finally, in section 4 we outline how these tools are be-ing used to annotate and disambiguate the LexpEspcorpus.2 MACO+ DescriptionThe construction of the MACO+ morphological ana-lyzer consisted of two steps:1. The set of inectional rules used by the oldMACO (Acebo et al., 1994) for analysing eachword was used (reverting the engine from anal-ysis to generation) to generate, from a big rootdictionary, all possible Spanish words (accordingto these rules) which were stored in a dictionary.2. An e�cient look-up procedure and other speci�cmodules were written to exploit the data.The implementation of MACO+ is Unix-PERL based.This makes it easily transportable and overcomes the�rst aw of the �rst version.The incorporation of new forms is always possible bygenerating themwith the appropriate root and models,adding them to the form base and reindexing it.The linguistic model followed to create the root dic-tionary and the inectional rules, as well as the �nalword{form dictionary are described in section 2.1. Sec-tions 2.2 and 2.3 are devoted to the description of themodules used for text segmentation and informationretrieval.2.1 Form Generation Linguistic ModelLinguistic data has been organized in order to generateall the inexional word forms with their morphologicalattributes, their lemma, and all the possible interpre-tations.We have taken in consideration three kinds of mor-phological information:� The form segments (roots and su�xes) and themodels they have associated.� The lemma.� One or more morphological attributes.Words are considered to be composed by a root andan inectional su�x. Each root and su�x is assigneda model (paradigm) of inection, and all the correctcombinations of models have been declared. The rootand su�xes dictionaries have the structures describedin tables 1 and 2. In addition, it must be stated thatroot model AM combines with su�x model IPU (toconstruct forms as amo, amas, etc.), NEF with FE(to construct liebre, liebres, etc.) and so on. The root

dictionary, consisting of about 12,000 verbal roots,85,000 nominal and adjectival roots and 3,000 closed{category roots, was automatically extracted from ex-isting MRD's and available corpora. Models of inec-tion were semi-automatically assigned and validated.The su�x dictionary is quite small and was manuallyconstructed. Root Lemma Modelam- amar AMsalt- saltar AMestudi- estudiar AMliebr- liebre NEF�ebr- �ebre NEFTable 1: Organization of the root dictionarySu�x Model-o IPU-as IPU-e FE-es FETable 2: Organization of the su�x dictionaryMorphological attributes can be associated to roots,su�xes and models. When an attribute is associatedto a model, it is valid for all the roots or su�xes be-longing to it. This implies a generalization about themorphological behaviour of the language; when an at-tribute is assigned to a word segment, it is consideredto be speci�c for it. For example the model AM hasan associated information about the category (verb);the model IPU has associated information about tense(present) and mode (indicative), and the su�x `-o' hasassociated information about person and number (�rstand singular).The linguistic analysis has been carried out followingmorpho-ortographic criteria because we have to anal-ize written texts: each variant of a root has been de-clared in the dictionary withs its corresponding model.For instance, verbs like dormir (to sleep) has threeroots: `dorm-', `durm-', `duerm-', accounting for formslike dormido (slept), durmiendo (sleeping) and duermo(I sleep).Derivation is very productive in Spanish, but wehave not implemented it in our system because manyproblems for assigning the lemmawould arise: it wouldhave to be declared, for each step in the derivationalprocess, which was the lemma and the rules to gener-ate it. It doesn't seem appropiate because the systemwould loose its simplicity and it would probably over-generate2.The total number of root models for nouns and ad-jectives is 29 and the number of root models for verbsis 6 for the �rst Spanish paradigm (verbs with in�ni-tive ending in `-ar'), 18 for the second (verbs ending in2A treatment of derivation based on lexical rules isplanned to be incorporated in the short run.



`-er') and 21 for the third (verbs ending in `-ir'). Thenumber of rules combining models of roots and modelsof su�xes is about 400. Irregular forms of verbs ser(to be), haber (to be) and ir (to go) have been solvedone by one.The generation of all possible forms was automati-cally performed in a MacIntosh platform and it tooka few days of processing time. The result is the Span-ish Word Form Dictionary (SWFD), a dictionary ofabout one million entries, containing for each form thelemma and a PAROLE compliant morphological tagdescribing information such as category, subcategory,gender, number, person, mode, etc.The current SWFD3 contains about 770,000 verbalentries and about 225,000 entries for nouns, adjectivesand adverbials (inection is much more productive forverbs in Spanish). The required disk space for thecurrent codi�cation is 21Mb.2.2 Architecture of MACO+The architecture of the morphological analyzer is amodular pipeline of specialized recognizers, as showedin �gure 1.
MACO +

nouns
proper

Annotated
Text

Raw Text

funct.
words

Punctuation

Suffixed pronouns

Text Segmentation

suffixes

Word look-up
module

Dates

Tokenizer

Abbreviations

Proper Nouns

Compounds

Numbers

abrevs.

markers

comps.

SWFDFigure 1: General architecture of MACO+The �rst block of modules, labelled Text Segmen-tation, performs a proper segmentation of the text,labelling the punctuation marks and joining groups ofwords identi�ed as one lexical unit (e.g. proper nounsor compounds such as `aparte de', `sin embargo'), dateor numerical expressions, etc. They are a collectionof speci�c heuristics to identify the following specialitems:3The word form dictionary is continuously increasedand improved as new errors and lacks are discovered.

� Simple date patterns: `23/3/79', `a~no 1983', `13de diciembre', `30 de julio de 1993', . . .� Abbreviations: cm., Hz., Sr., . . .� Proper nouns: `Mar��a Elena', `San Crist�obal delas Casas', `Ministerio de Cultura', `Universidadde Lodz', . . .� Multi{word compounds: `sin embargo', `no ob-stante', . . .� Numbers and numerical expressions: `12,12',11.000, 1-3-1, 33942206-S, . . .� Punctuation marks.These modules use a set of �les containing compi-lations of typical abbreviations, proper nouns (per-sonal, geographical, marks, enterprises, etc.), multi{word compounds, functional words allowed to be in-side compounds, punctuation marks, etc.Modules can be activated or deactivated for eachparticular analysis and, obviously, heuristics in eachmodule can be improved independently.All the tokens not recognized by any of the preced-ing modules are pipelined to the word look{up mod-ule, which is the real analyzer, containing the fast al-gorithms for retrieving information from the SWFD.This module is described in section 2.3.Finally, a post process is performed on the non-recognized words in order to identify verbal forms withsu�xed pronouns (named cl��ticos). This is a type ofpronouns that are added as su�xes to the verb forms,acting usually as syntactic objects. For instance, theform d�andonosla (`giving it (fem.) to us') has two suf-�xed pronouns: `-nos' and `-la' indicating �rst personplural indirect object and 3rd person singular feme-nine direct object, respectively. These particular formswere not generated and included in the dictionary be-cause there exist potentially in�nite combinations dueto the possible recursive application of su�xes. Evenrestricting to the combinations of two pronouns (whichis a realistic simpli�cation) would result in an unfea-sible increase of the dictionary.Words that remain unrecognized after the pipelineare labelled as unknown. Empirical results (see sec-tion 4.1) show that they are about 0.5% in a free Span-ish text.2.3 Word Look-up ModuleThe Word look-up Module architecture is presented in�gure 2.The search algorithm uses three sources of informa-tion in the order indicated below:1. A hash table containing the non{content words.2. A hash table containing the most frequent words.3. A trie index for accessing the SWFD.
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the amount of memory available and the size of thetext to be analyzed.To give an idea of the performance achieved, theselection for a Sun-Ultra1 workstation with a primarymemory of 94Mb, when analyzing a text of more than500,000 entries, was to load 5Mb of information inmemory (3Mb for the hash of most commonwords and2Mb for the dictionary index). The average number ofreal disk seeks per word was 0.14, and the retrievingspeed about 9000 words/sec. (it is important to notethat this time does not include output time in writtingresults, but only the time of searching and taking tomemory the dictionary entries).On the other hand, the speed achievable in a moremodest machine is also noticeable: in a Pentium{120/24Mb con�guration the average speed was almost4000 words/sec.Performance would be clearly improved in a C im-plementation, but current speed is enough for our pur-poses4 and the PERL implementation makes the sys-tem more transportable since there is no need of re{compilation from one machine to another.3 Morphosyntactic DisambiguationThe results produced by the morphological analyzerdescribed in section 2 can be pipelined into a mor-phological disambiguator {POS tagger{ to obtain theappropriate reading in the given context.In the framework of the ITEM and LexEsp projects,two di�erent POS taggers will be used to annotatethe LexEsp corpus. First, a decision{tree based tag-ger (M�arquez & Rodr��guez, 1997), which learns a lan-guage model from a tagged corpus, as well as predic-tion rules for the possible readings for words not foundin the dictionary. Second, a relaxation labelling basedtagger (Padr�o, 1998), which can use and combine infor-mation from di�erent sources (n{gram, decision trees,manually written, etc.) provided it is put in the formof context constraints.We are studying whether it is possible to take ad-vantage of their collaboration and to integrate theminside GATE in a broader system oriented to informa-tion extraction.3.1 A Tree Based TaggerTreeTagger is a general Part-of-speech tagger that usesStatistical Decision Trees for disambiguating. It con-sists, basically, of two parts:� A machine-learning supervised algorithm used forlearning the base of statistical decision trees.� An algorithm for combining these trees in orderto disambiguate the text.A general description of both parts is given be-low, however, we refer the reader to the two previ-4MACO+, running with all modules, took 2.54 hours(including input/output processing time) to analyze the 5.5million words LexEsp corpus in a Sun-Ultra2 workstation.(See section 4.1 for more details).



ous papers (M�arquez & Rodr��guez, 1997; M�arquez &Rodr��guez, 1998) for a detailed explanation.Acquiring the Tree Base POS tagging can be seenas a problem of classi�cation. In our case, classes areidenti�ed with tags and examples correspond to thewords to disambiguate togeter with a set of featuresreferring to its context of appearance. So `classify anew example' is equivalent to decide which is the cor-rect tag for the word in its particular context.More particularly, we have grouped the whole set ofexamples into classes corresponding to the sets of tagsthey can take (i.e, `noun-adjective', `noun-adjective-verb', etc.). We call this sets ambiguity classes andwe consider a classi�cation problem for each of them.Decision trees (and in particular statistical decisiontrees), recently used in several NLP tasks, such astagging (Schmid, 1994; M�arquez & Rodr��guez, 1997;Daelemans et al., 1996), parsing (McCarthy & Lehn-ert, 1995; Magerman, 1996), sense disambiguation(Mooney, 1996) and information extraction (Cardie,1994), are a good tool for representing classi�cationrules for each ambiguity class classi�cation problem.The algorithm used for acquiring the statistical deci-sion trees is quite standard and belongs to the TDIDT(Top Down Induction of Decision Trees) family of ma-chine learning supervised algorithms (Quinlan, 1993).The decision trees are acquired from annotated cor-pora and contain, basically, contextual and ortho-graphical information: words and tags of a contextwindow of six items, information about capitalization,pre�xes, su�xes, etc. In some sense they representstatistical information about the distribution of tagsand words in some relevant contexts.Using the Model for Disambiguating Using themodel described above, we have implemented a re-ductionistic tagger in the sense of Constraint Gram-mars (Karlsson et al., 1995). In a �rst step a word-form frequency dictionary or a convenient morpholog-ical analyzer provides each input word with all possi-ble tags with their associated lexical probability. Afterthat, an iterative process reduces the ambiguity (dis-carding low probable tags) at each step until a certainstopping criterion is satis�ed. The whole process isrepresented in �gure 3.
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More particularly, at each step and for each ambigu-ous word (at a sentence level) the work to be done inparallel is: 1) Classify the word using the correspond-ing decision tree; 2) Use the resulting probability dis-tribution to update the probability distribution of theword; and 3) Discard the tags with almost zero prob-ability.After the stopping criterion is satis�ed some wordscould still remain ambiguous. Then there are two pos-sibilities: 1) Choose the most{likely tags among thesurvivors to completely disambiguate the text. 2) Ac-cept the residual ambiguity (for treating it in succes-sive stages). A unique iteration forcing the completedisambiguation is equivalent to use directly the treesas classi�ers and results in a very e�cient tagger, whileperforming several steps reduces progressively the e�-ciency but takes advantage of the statistical nature ofthe trees to get more accurate results.Convergence properties have not been theoreticallystudied, so the convergence can not be guaranteed.However, empirical experiments suggest that conver-gence is usually reached in a moderate number ofiterations and that the performance increases up toa unique maximum and then softly decreases as thenumber of iterations increases. For the experimentsreported in the following sections, the number of iter-ations was simply �xed to three.The tagger has been succesfully tested on the WallStreet Journal corpus with an accuracy over 97% anda speed between 300 and 600 words/sec. dependingon the implementation.3.2 A Relaxation Labelling Based TaggerRelaxation labelling is a well-known technique usedto solve consistent labelling problems (CLP). The al-gorithm �nds a combination of values for a set ofvariables such that satis�es {to the maximum possi-ble degree{ a set of given constraints. Since CLPsare closely related to constraint satisfaction prob-lems (Larrosa & Meseguer, 1995), relaxation labellingis a suitable algorithm to apply a constraint-based lan-guage model.Relaxation operations had been long used in engi-neering �elds to solve systems of equations (Southwell,1940), but they got their biggest success when theextension to symbolic domain {relaxation labelling{was applied to constraint propagation �eld, speciallyin low-level vision problems (Waltz, 1975; Rosenfeldet al., 1976). The possibility of applying it to NLPtasks was pointed out by (Pelillo & Re�ce, 1994) whouse a toy POS tagging problem to evaluate their con-straint compatibility estimating method. It has beenapplied more massively to NLP disambiguation tasksin (Padr�o, 1998).The presented tagger has the architecture describedin �gure 4. It consists of an engine which applies theconstraints contained in the language model in orderto iteratively update the weights for each possible la-bel for each word. If constraints are consistent, thealgorithm converges to a local optimum which sat-



is�es as much as possible the constraint set. For adeeper discussion on the convergence of the algorithm,see (Padr�o, 1998).
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average speed of 600 words/sec. Comparatively, thetime that would take running on a Pentium-120/24Mbarchitecture was estimated to be 7.64 hours, at an av-erage speed of 200 words/sec.The resulting coverage is about 99.5%, which is re-markable in a free text as LexEsp.The percentage of ambiguous words is 39.26% andthe average ambiguity ratio is 2.63 tags/word for theambiguous words, 1.64 overall.The recall (words that get the correct tag among theproposed) is estimated to be 99.3%.4.2 Morphosyntactic DisambiguationTrained on a hand disambiguated subset of 70 Kw,and tested on a fresh, also hand-disambiguated, 25Kw subset, the obtained results were those detailed intable 4.The results marked RL are those produced by theRelaxation Labelling tagger, using di�erent languagemodels: B stands for bigram,T for trigram, and C fora constraint model obtained by writting in the formof constraints the decision tree branches acquired bythe learning procedure of TreeTagger (TT). Baselineresults obtained by a bigram HMM tagger (Elworthy1993) and by a non contextual most{likely{tag tag-ger (MLT) on the same training and test corpus arepresented in table 3.Tagger ambiguous overallMLT 88:48% 95:47%HMM 91:67% 96:83%Table 3: Results of baseline taggersTagger ambiguous overallTT 91:77% 96:89%RL-B 92:95% 97:33%RL-T 92:67% 97:23%RL-BT 93:14% 97:41%RL-C 92:54% 97:18%RL-BC 93:29% 97:46%RL-TC 93:35% 97:49%RL-BTC 93:61% 97:59%Table 4: Results of our taggers using every combinationof constraint kinds4.3 Joint Use of both TaggersThe ratio of agreement between both taggers has beenstudied in order to establish whether it is possible totake advantage of this agreement to more accuratelydisambiguate POS in Spanish.The procedure used for that starts by using a smallhand-tagged portion of the corpus (about 70 Kw) asan initial training set.Both taggers are then used to disambiguate furthermaterial (some 200Kw), which is used to enlarge thelanguage model, incorporating it to the training set



and retraining the taggers. In order to minimize theerrors in this automatically disambiguated portion ofthe new training set, only the cases where both taggerscoincide are used, since experiments show that the er-ror rate when both taggers coincide is signi�cativelylower than that obtained by any of them separately.This procedure can be iterated in a bootstrappingprocess that should lead to progressively better lan-guage models. For instance, using the new training set,one can re-estimate n-gram and tree models and usethem to disambiguate 200Kw more, choose the wordsin which the taggers coincide, produce a larger trainingcorpus, repeating until no improvement is produced.The obtained results (see table 5) point that the pre-cision when both taggers propose the same tag (TT= RL-BT) is higher (98.36%) than when only onetagger is used. Although this cannot be used to com-pletely disambiguate a corpus, it may be useful as away to automatically obtain larger training sets witha relatively small amount of noise.Anyway, if we accept a certain ambiguity in the tag-ger output, the combination of the outputs of bothtaggers will obviously produce a higher recall. Thisresult can be found in the row marked as TT [ RL-BT in table 5. It corresponds to the precision/recallof a tagger that proposes a unique tag when TT andRL-BT coincide, and two tags when they do not. Thisvoting taggers approach may easily be extended to alarger number of taggers as we plan to do in the shortrun.Tagger ambiguous overallTT 91:77% 96:89%RL-BT 93:14% 97:41%TT = RL-BT 95:54% 98:38%prec { recall prec { recallTT [ RL-BT 89:75% { 95:65% 95:97% { 98:36%Table 5: Results of tagger colaborationGiven that the cases in which both taggers coincidein their predictions represent over 90%, by using onlythose cases we obtain a large enough reasonably ac-curate new training corpus. Nevertheless if one wantsto exploit the cases in which the taggers disagree, it ispossible to hand analyze them with a low e�ort sincethey represent a small percentage and in most casesone of the two taggers proposes the right tag, thusreducing the hand disambiguating taks to a binarychoice.For instance, using a �rst new set of 200Kw andgiven that both taggers agree in 97.5% of the casesand that 98.38 of those cases are correctly tagged, weget a new corpus of 195Kw with an error rate of 1.62%.If we add the 70Kw manually tagged (assumed errorfree) from the initial training corpus we get a 265Kwcorpus with an 1.19 error rate. By hand correctingthe ambiguous words of the 5000 disagreement cases(totalling 1963 given the 39.26% ambiguity ratio) andadding them to the previous set we �nally obtain a
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